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Abstract

We present the VulDetect, a source code vulnerability detection system. This system uses deep learning methods to organize rules for deciding whether a code fragment is vulnerable. This approach is an improvement of the approach proposed in VulDeePecker. The model uses the AST representation of the source code. We compared vulnerability detection results of both systems on the Bitcoin Core project.
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1. Introduction

Various approaches are being intensively developed that help prevent the appearance of software vulnerabilities. Big companies apply the Microsoft SDL \cite{1} procedure for security risks mitigation. SDL recommends specific checks at different stages of the software development life cycle. The most promising is to conduct checks at the stage of implementation of the software. In this paper, we propose an approach for the detection of software defects that can lead to the vulnerabilities, based on deep learning.

The best-known methods for source code defects detection are static analyzers. The main disadvantage of static analyzers is that for each defect expert must write a rule or a set of rules that will detect these defects in the code. At the same time, there are databases of source code, which contain both examples of code with defects, and already corrected. Based on this data, one can take advantage of deep learning to automatically build rules for source code analysis. The primary challenge of deep learning based approach is the construction of informative code representation, that will take into account both functionality and context of code chunks. Contributions of this paper are to improve the technology of extraction code fragments and the representation of the source code.\cite{2}.

2. Related Work

There currently exists a wide range of utilities for finding defects in the program code. Analyzers work with a different representation of the source code: a pure source code, an Abstract Syntax Tree (AST) and executable binary files\cite{3} \cite{4}. From the entire list of utilities, you can define systems of static analyzers with open source\cite{5} \cite{6} \cite{7} \cite{8} \cite{9}, commercial products\cite{10} \cite{11} \cite{12} \cite{13}, and some research projects\cite{4} \cite{14} \cite{15} \cite{16} \cite{17} \cite{18} \cite{19}. Based on analysis approach, static analyzers can be divided into 2 types:

1) Rule-based\cite{20}
2) Code similarity-based\cite{21}.

2.1. Rule-based approach

This approach has two main problems, which consist of intensive manual labor and monotonous work and high false negative rates.

1) Intensive manual labor and monotonous work

Here, task of building rules according to which the vulnerabilities of a particular function will be determined (discovered) rely on security specialist. This task is quite tedious and subjective. Sometimes, errors occur due to the complexity of the implemented functions. In other words, to identify the signs of vulnerability, many aspects need to be taken into account. In principle, the solution to this problem consists of the independent writing of the same function by several experts, and then the choice of the most effective, or combinations of specific functions. However, this leads to even more manual labor. There is a tendency to automate cyber defense, which is stimulated by the DARPA’s Cyber Grand Challenge\cite{22}, so it is desirable to reduce or eliminate the reliance on manual labor, whenever it is possible. Therefore, it is essential to fence people from the tedious and subjective task of manually defining rules for detecting vulnerabilities.

2) High false negative rates
On the other hand, existing solutions often overlook many vulnerabilities. In other words, have a high level of false negative results. According to the results of article [23], these indicators for the Clang Analyzer [8] or [9] were 84% and 92%, respectively. These values may be justified by the emphasis on a low level of false positive results, but this is still not a very good indicator.

2.2. Code similarity-based approach

The Code similarity-based approach also has two problems: the absence of a data set and absence of an efficient comparison algorithm.

1) Absence of a data set
At the moment, there are no open datasets suitable for this task. This problem is relevant, even though the National Vulnerability Database (NVD) [24] and the Open Sourced Vulnerability Database (OSVDB) [25] have become open. Also, in articles [26] [27], databases were created for matching numbers and identifiers of Common Vulnerabilities and Exposures (CVE-ID) [28] with commits, where each commit contains the difference of the source code before and after commit. However, all this data is not enough to identify all vulnerabilities.

2) Absence of an efficient algorithm
There currently no single efficient code similarity algorithm that would be effective for all types of vulnerabilities, since each vulnerability has its characteristics that should be taken into consideration.

An improved approach of Code similarity-based was published in article [2]. The advantage of this method over the Code similarity-based approach is an efficient algorithm for finding similar code with using Deep Learning. Compared to the Rule-based approach, it has a rather low false negative rate, about 7%. The disadvantages of this method are: there is still not exists of a sufficient data set and higher false positive rates.

It can be said that the vulnerability detection system with high a false positive rate may be unsuitable for use, and systems with a high false negative rate may be useless. This justifies the importance of using systems that can provide low false negative rates, while the false positive rates are not too high.

3. Statement of the problem

This paper discusses the problem of building a source code analysis system based on deep learning that allows you to determine whether a code fragment contains a defect (memory leaks, buffer overflow, etc.). The advantages of this approach are the ability to automatically formulate a rule for deciding whether a code fragment is vulnerable or not, based on the accumulated experience of writing code and fixing defects. Deep learning methods have a good ability to extract generalized patterns from a large amount of data, which in this case is an accumulated code base.

The object of study is the software development process.

The subject of the study is the detection of defects in software source code.

Research methods - AST representation of source code, deep learning methods for solving classification problems.

The scientific novelty of this work consists in applying the AST representation of the source code and the principle of its processing to extract a code fragment (code gadget), which made it possible to improve the accuracy of defects detection. This approach is an improvement of the technology described earlier in the article [2].

4. Major principles for deep learning-based vulnerability detection

In this section, we propose to consider some basic principles of using deep learning to detect vulnerabilities. Some principles may need to be improved or studied in more detail, but this is sufficient for current research on the detection of vulnerabilities. When using neural networks, standard basic questions always arise before starting development, and in this research, the following questions arose: 1. How to represent a program that is tested for vulnerability detection system based on deep learning? 2. How to localize a vulnerability? 3. What neural network architecture to choose?

4.1. How to represent program?

Since the neural network accepts numerical vectors at the input, it is necessary to transform the program in such a way as to keep the relation between the vector and the semantic information about the program. In articles [3] [4], there were proposals to work with binary program data and the AST, and with the source code of the program, as well. In other words, we need a method that will create a relation between the program presentation and the vector representation, which is input to deep learning. This led to the following steps:

1) The program is first converted to AST
2) From all, the code gadget is extracted (the part of the code that refers to the call of a certain function or the arguments of the function call)
3) Through word2vec [29] code gadget converted into a vector, which is the input data for the neural network.

4.2. How to localize a vulnerability?

Detection of the vulnerable code is not the only challenge to be solved. An essential task is also finding the location of a vulnerability. This means that vulnerability detection should not be carried out at a program or function level that is too abstract. This led to the following case: In order to determine the more precise location of a vulnerability, a program must be presented with a higher degree of detail than the program or function as a whole. Indeed, the presentation of the code gadget leads to more accurate vulnerability position detection, because, in most cases, the code gadget consists of only a few lines.
4.3. What neural network to choose?

Neural networks have proven themselves in the following areas: image processing, speech recognition, clustering, which differ from finding vulnerabilities. From this follows that many types of neural networks are not suitable for our purposes and that the neural network we need must have specific properties. This led to the following cases: Since a particular line of vulnerability code may depend on the context of the program code, neural networks that can work with the context will suit, an example would be neural networks for processing human speech. One can see that function call arguments are most often influenced by earlier or later operations in the program. We begin our consideration with a neural network with feedback, that is a Recurrent Neural Network (RNN) [30]. But this neural network has one major drawback, namely a neural network with a long short-term memory (LSTM) [33]. However, even the LSTM neural network in its standard form does not fit, since the network is unidirectional, and because the arguments of the function can be affected by both earlier and later operations in the program. From this, it follows that a unidirectional LSTM network may not be enough. Therefore, it was decided to use a bidirectional LSTM (BLSTM) [34].
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The Figure 1 shows a block diagram of a BLSTM neural network, with several BLSTM layers, a dense layer, and a softmax layer. The entrance to the neural network at the training stage is a specific vector representation. The BLSTM layers themselves have two directions: forward and backward and contain several complex LSTM cells. The dense layer reduces the number of vectors obtained as a result of the BLSTM layer, and the softmax layer accepts vectors from the dense layer as input and is responsible for the presentation and formatting of the classification result, which provides feedback for updating the neural network parameters during the learning phase. The result of the learning phase is the BLSTM neural network with precisely tuned model parameters, and the output of the detection phase is the classification results.

5. Design

Our objective is to design a vulnerability detection system (VulDetect) that can automatically tell whether a given program in the source code is vulnerable or not and if so, the locations of the vulnerabilities. This should be achieved without asking human experts to define features manually and without incurring high false negative rates (as long as the false positive rates are reasonable). In this section, we describe the design of VulDetect. We start with a discussion on the notion of code gadget because it is crucial to the representation of programs.

5.1. Extracting code gadgets

Working with the source code, we need to decide which part of the code we should work with, this can be functions or strings or the entire file. We need to extract from the source code a piece of code that will be associated with a potential vulnerability, and with which we will work in the future. This piece of code will be called Code Gadget by analogy with article [2]. Code gadget is a set of statements influenced by a single data stream (data flow). We will not extract the code gadget from raw text, but in advance transformed into an AST. This is a data structure that represents the source code in the form of a tree, where each node is associated with a language construct that is found in the source code. There are following steps to extract code gadgets demonstrated in Figure 2:

1) Preprocessor. Based on the source code, using the built-in clang preprocessor, a new source code file is created without preprocessor directives that have been defined by a user.
2) Build AST. To build AST, we use the clang compiler toolkit.
3) Search for start points. Under the start point means the place in the source code, which begins the analysis. We use function calls from the standard C library as a start point (for example, malloc, memcpy, fopen, etc.)
4) Building a dependency graph. At this stage, we build a dependency graph of the arguments (or return values) on the start point; in other words, the function. Functions can belong to one of two types: backward and forward. The backward type includes those functions for which it is important to monitor the previous state of the arguments (for example, malloc). The forward type includes those functions for which it is important to monitor the status of the returned values.
5) Obfuscation of user variables or functions. On this step, we get rid of the dependencies of the names of user functions and variables. We replace all names of functions and variables with symbolic names such as: «var1», «var2», etc. and «func1>, «func2>, etc. At the same time, different names
from different code gadget can be mapped into the same symbolic name.

6) Generate code gadget. Based on the graph, a code gadget is formed from tokens taken from the nodes of the graph.

5.2. Approach details

When we extract the code gadget from the context file, it is necessary to take into consideration all dependencies from internal files or libraries and external ones. First of all, we downloaded and saved the Windows OS libraries into a separate folder, and when analyzing the source code files, in addition to the .c/.cpp files, we also found and included .h/.hpp files. This made it possible to view the code in a correct form because sometimes the operators that affect variables were not limited to one file. After that, we encoded the converted code gadget into a numerical vector, whose indexes will correspond to the line number of the code in the current code gadget. To achieve the desired result, we used word2vec [29], which allowed us to preserve the lexical and logical relationships within the vector for each code segment.

We use a supervised learning model, and each input vector was marked as 1 or 0, respectively vulnerable and not. The following structure of the model was chosen, which had $n_{epochs}/batch_{size} = 100$ and consisted of four parts:

1) five BLSTM layers, at the input and output of which was a vector of size $N_{features}$;
2) one dense layer of «rele» type had the same size;
3) dense layer of type «softmax», which took a vector of size $N_{features}$, and narrowed it to six;
4) the last layer used the loss function «binary_crossentropy» and, as a result, returned a value of type «float» from 0 to 1.

For writing this model, numpy and keras were used.
As a result, the analysis of vulnerabilities of the project, showed the probability of vulnerability of C/C++ files consisted of the following steps that illustrated on Figure 3:
1) extracting C/C++ files and their dependencies;
2) AST conversion and localization of potentially vulnerable parts of the code;
3) transformation of code sections in code gadgets;
4) encoding code gadget into a numerical vector;
5) using the neural model to find vulnerable parts of the source code.

5.3. Approach weaknesses

The proposed approach has the following weaknesses:
1) The source codes from the training sample contained specific Windows and *nix system libraries, so to correctly create the code gadget, we needed a manual installation of the missing dependencies. Otherwise, parts of the code associated with unknown libraries did not fall into the AST, which significantly reduced the size and quality of the training sample.
2) Also, an important aspect of the source code processing is that in order to correctly extract code gadgets, it is necessary to make a list of potentially vulnerable functions manually and set a list of their features, for example, whether this function is forward or backward, whether it is necessary to track function arguments, whether it is necessary to track returned function values.
3) In order for the code gadgets did not include information from third-party files and libraries; it is required to manually set the directory with the files on which the code gadgets will be built. Otherwise, as a result of passing through the nested functions, the code gadget will have information that is not relevant from the user’s point of view and potentially may introduce an error during the analysis.
4) When we track the arguments or return values of the function, it rarely occurs cases with a large number of nestings, as a result of which the code gadgets become quite large. This problem entails a number of consequences:
   a) decreases the accuracy of the model results;
   b) from the user’s point of view, the informativeness of the resulting report falls because the description of the vulnerable part of the code is too inaccurate;
   c) in general decreases system performance because more information needs to be processed.
This problem was partially managed to get rid of by manually setting the bound level of nesting. This solution has reduced the size of the code gadgets and increase the accuracy of the analysis, but it can potentially miss important details of the code gadget.

6. Results of work

As part of the research, was made a comparison of two models: VulDeePecker and VulDetect. To train the VulDeePecker model as a training sample, pre-prepared code gadgets were taken from the authors of the original article [2]. For training the VulDetect model, own code gadgets were generated using the algorithms mentioned above. Both training samples were created based
on source codes taken from the National Vulnerability Database (NVD) [24], and from the NIST Software Assurance Reference Dataset (SARD) [35]. The initial sample contains 8122 sample code with the presence of a buffer overflow vulnerability, as well as 1729 code samples with vulnerabilities associated with incorrect resource management. The sample was divided into training and test in the ratio of 80% and 20%, respectively. Comparative characteristics of the output accuracy of training and testing for VulDeePecker and VulDetect models are presented in Table 1.

Table 1. Comparison of VulDeePecker and VulDetect in accuracy on different phases

<table>
<thead>
<tr>
<th>Phase/accuracy</th>
<th>VulDeePecker</th>
<th>VulDetect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning</td>
<td>96%</td>
<td>97%</td>
</tr>
<tr>
<td>Testing</td>
<td>91%</td>
<td>92%</td>
</tr>
</tbody>
</table>

As can be seen from the Table 1, the accuracy of the model VulDetect exceeds the accuracy of the model VulDeePecker. This is due to the use of another algorithm for generating gadget code that we proposed.

As an experiment, the trained VulDeePecker and VulDetect models were used to search for vulnerable areas in the source codes of the Bitcoin protocol implementation, available from the [36]. The results are presented in Table 2.

Table 2. Comparison of VulDeePecker and VulDetect in different metrics of number of found code gadgets

<table>
<thead>
<tr>
<th>Metrics</th>
<th>VulDeePecker</th>
<th>VulDetect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original number of code gadgets</td>
<td>1510</td>
<td></td>
</tr>
<tr>
<td>Number of code gadgets marked as «safe»</td>
<td>970</td>
<td>1326</td>
</tr>
<tr>
<td>Number of code gadgets marked as «vulnerable»</td>
<td>540</td>
<td>184</td>
</tr>
<tr>
<td>Number of code gadgets marked as «safe» by both models</td>
<td>802</td>
<td>802</td>
</tr>
<tr>
<td>Number of code gadgets marked as «vulnerable» by both models</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>The number of unique code gadgets marked as «safe»</td>
<td>168</td>
<td>524</td>
</tr>
<tr>
<td>The number of unique code gadgets marked as «vulnerable»</td>
<td>524</td>
<td>168</td>
</tr>
</tbody>
</table>

The anomaly rating for each code gadget of the original sample is presented in Figure 4:

Fig. 4. Comparison of VulDeePecker and VulDetect

According to the results of the experiment, it is clear that the VulDeePecker model marked as “vulnerable” a much larger number of gadgets than the VulDetect model, but with a lower anomaly index, which indicates a higher false positive rate.

7. Conclusion

In this paper presented a new DL-based source code vulnerability detection system called VulDetect, which is an improvement of VulDeePecker technology. The model uses the AST representation of the source code. A new code gadget extraction system has been developed. We compared the results of detecting vulnerabilities of both systems on the Bitcoin Core project. In the VulDetect model, the false positive rates were reduced, which led to increase in false negative rates. There is still a problem with a valid dataset, which will increase the number of detected vulnerabilities. In the future, it is planned to make a more efficient algorithm for extracting the code gadgets, which will increase the accuracy of vulnerability detection in the source code.
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