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Abstract  
The paper considers the types of countering means for unmanned aerial vehicles and the enemy's 
electronic warfare equipment used during the war in Ukraine. The types of cyber-physical influences 
that can be used to disrupt the availability of the network of unmanned aerial vehicles are addressed. 
The problem is also considered from the point of view of cybersecurity, taking into account possible 
harmful effects on the network of smart devices. Models based on complex networks, cellular automata 
and Petri nets are proposed, which allow solving the problem of optimizing the location of devices taking 
into account the set goal and countering cyber-physical attacks on availability and integrity. The 
proposed models differ from existing ones taking into account the conditions on the battlefield. A 
computational experiment has been performed that allows us to visualize the disposition of aircraft 
depending on the surrounding conditions on the battlefield. The results of the work can be used to 
develop a strategy for implementing operations of various types on the battlefield using UAVs. 
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Another approach to modeling UAV swarms is 

based on the apparatus of complex networks 
[9,10]. The work [10] considers cascading effects 
in networks that represent the communication 
environment of UAVs. The issue of optimizing 
complex networks is considered in the works 
[11,12], which makes it possible to apply the same 
approaches to UAV networks. The physical 
aspects of UAV motion, in particular those related 
to trajectory determination, are described in [13]. 

The apparatus of Petri nets can be useful in 
modeling the behavior of drones, as evidenced by 
the works [14,15]. Such models can be used to 
solve a variety of problems, including network 
performance optimization [16], security 
assessment [17], and drone cluster behavior 
modeling [18]. 

The field of drone research is well defined, as 
evidenced by the existence of frameworks such as 
[19]. 

However, the proposed works are applicable to 
the study of the use of drones for peaceful 
purposes. The conditions and nature of the use of 
UAVs in a military context, depending on the 
specifics of military operations during a particular 
war, were considered from the perspective of 
technical components [20], methods of 
conducting military operations [21], methods of 

Introduction

The use of UAVs in various areas of human
activity is becoming increasingly widespread.
Among such areas are industry and industrial
process control [1], delivery of goods, monitoring
of various kinds, and other tasks [2]. During the
full-scale invasion of Ukraine, it became clear that
the advantage in the field of unmanned aerial
vehicles plays a decisive role in the struggle of the
parties [3].

 Existing research in the field of drones takes
into account restrictions on their movement and
communication, the type of networks, and other
factors.

In particular, in the works [4-6], models in the
form of cellular automata for pathfinding in the
case of mobile robots are considered. The same
principles can be used in the modeling of UAVs,
this issue is discussed in the work [7]. Other
aspects of modeling using cellular automata,
presented in [8], suggest that a model in the form
of a cellular automaton, with some restrictions,
can be applied to modeling the behavior of UAVs
and monitoring them.
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physical counteraction to enemy attacks [22]. In 
particular, among the widely used ones are: 
multirotor UAVs (serve for reconnaissance, 
artillery correction, assault support, IED delivery, 
cargo delivery, remote mining, special operations 
(damaged drone evacuation, kamikaze missions, 
fire strikes); FPV drones (serve for ground strike 
drones, anti-aircraft missions); fixed wing drones 
(serve for long-range reconnaissance, kamikaze 
missions) [23-25]. 

The development of mathematical tools from 
the perspective of modeling networks of 
unmanned aerial vehicles, taking into account the 
capabilities of the enemy on the battlefield, as 
well as limitations in the form of cyber-physical 
attacks of the enemy, currently remains an 
relevant task. 

This work proposes new models that can be 
used to model the behavior of the UAV network 
from the perspective of various tasks:  

1) the task of optimizing the location of the 
UAV, taking into account the location of the 
target and the enemy's means of carrying out 
cyber-physical attacks. 

2) the task of modeling the development of 
events during the spread of malicious cybernetic 
influences (malware) introduced by the enemy 
through the network. 

3) the task of increasing the bandwidth of the 
communication network and the availability of 
individual devices, taking into account the terrain 
and the potential location of cyber-physical means 
of disruption of accessibility (communication 
disruptions) used by the enemy. 

 

 
   This section provides an overview of the 
enemy's technical means, based on open source 
data. The overview data provides factual 
information about the magnitude of the ranges of 
action, the mode of action of the devices, which 
must be taken into account when modeling.  
 

Let us review the most popular electronic warfare 
means of russian invadors. The results are given 
in Table 1, opensource information is used [26]. 
 
Table 1 
Types of adversary electronic warfare  

Electronic 
warfare ID 

Suppression 
frequencies 

Source 
power (W), 

suppres-
sion range 

(km) 
R-330Zh 
“Zhytel” 

800 ... 960; 
1227.6; 

1575.42; 1500 
... 1700 and 

1700 ... 1900 
MHz, GPS, GSM, 

Inmarsat, 
Iridium mobile 

satellite 
suppression. 

1000 W 

"SHYPOVNY
K-AERO" 

25-100; 400-
500; 800-925; 

2400-2485 MHz. 
 

0,1 km 

RP-
377UVM1 
«LESOCHEK» 

 

MHz – 20-80; 
100-130; 120-
197, 150-408, 

386-1020. 
 

20 W 

LPD-801 
anti-drone 
gun 

 

2400-2483,5; 
5725-5825; 

1575- ., 1602- . 

10;5;4;4 – 
accordingly 

to the 
frequency 
subrange 

 
EW and 
“POLE-21” 
UAV 

GPS/Galileo/GL
ONASS/BeiDou,  

80W, 25 
km 

R-330 BMW 25 – 960 MHz  
EW complex 
“Sylok-01” 
UAV 
 

390-490 MHz; 
870-950 MHz; 

1200-1300 MHz; 
1550-1600 MHz; 
2200-2500 MHz; 
4900-5900 MHz 

 

50W, 4 km 

R-934UM 100-400 MHz 1000 W 
   

 
 

1.1. Means of introducing cyber- physical
interference

1. Overview of enemy devices used on the
battlefield to organize cyber-physical
attacks of availability violation
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Electronic 
warfare ID 

Suppression 
frequencies 

Source power 
(W), 

suppression 
range (km) 

R-934UM 100-400 MHz 1000 W 
“Altaiets-
AM” 

 

100-965 MHz 200 W 

«Leer-2» 
 

30-2700 MHz 200-500 W 

“Lorandyt” 
 

137-174, 410-
470,100-500 
MHz 

 

100 W 

EW RB-341V 
“Leer-3” 

 

880-915, 
935-960, 

1710-1785, 
1805-1880 

MHz. 
 

3,5-6 km 

EW 
“Krasukha” 

 

2,9-3,2 HHz 250 km 

EW RB-531B 
“Infauna” 

 

25-2500 75W, 0,15 km 

EW R-330, R-
378A, R-378B   

“Mandat” 

1,5 – 100 
MHz 

1000 W 

 
The available data allow us to take into account 

in the model: 
1) Types of UAVs vulnerable to this type of 

EW. 
2) EW range. 
3) Probability of EW hit (expert assessment 

should be taken into account here, 
depending on the power of this EW tool). 

4) Type of hit (landing and/or disabling; 
disorientation). 

5) Also, indirectly, we can take into account 
the accuracy of EW location according to 
intelligence data, depending on the power 
of the source. The more powerful the 
source, the more accurately it can be 
localized using radio reconnaissance. The 
accuracy of the location should be taken 
into account when setting the range..   

When designing simulation software, facilities 
should be provided for entering appropriate 
constants and characteristics. 

 
 

1.2. Cyber attacks on availability and
integrity

The tools from the previous section can be
considered as tools for disrupting accessibility by
introducing interference, which ultimately affects
the cybernetic functions of the device.

Additionally, cybersecurity attacks on UAVs
can be used [27]. A threat model for drones is
addressed in [28].

Attacks of this type may be relevant for
distorting, intercepting intelligence data.

Also, dangerous attacks may be those that
serve to intercept GPS coordinates or change
them, intercept images and other intelligence
information, replace signals to set the wrong
direction, control UAVs via satellite [29].

 Data on cyber attacks and the spread of
malware by drone networks can be taken into
account by modeling and comparing the delays
that occur during the spread of malware and
normal communication.

2. Cellular automata model

 This section contains the prerequisites that a
cellular automaton model should take into account
and the potential capabilities of such a model.

2.1. Model description and restrictions

The aim of the modelling: imitation modelling of
the signal distribution process in the network of
UAV.

Automata type: dynamic colored probability
automata (black, red, yellow, green), where the
state color shows signal level (black means that
signal is absent, red – the signal value is critically
small, yellow – the signal level is in the middle
range, green – the signal level is in maximum
range).

The state of one automata cell should be
described by following cortege: {𝑆, 𝑃}, where 𝑆 is
the signal level, and 𝑃 is position that consists of
{𝑥, 𝑦, 𝑧} coordinates of UAV.

Neighbours: the maximal number of
neighbours is 𝑁, where 𝑁 ≠ 0. For 𝑗-th UAV the
set of neigbours will be denoted by 𝑂! . The
neighbour of 𝑖-UAV is 𝑗-UAV if 𝐼(𝑖, 𝑗) = 1,
where 𝐼 is an adjacency matrix.

The initial automata state. It is given by an
adjacency matrix 𝐼, 𝐼(𝑖, 𝑗) = 1 if the connection
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between UAV 𝑖 and 𝑗 exists (non-black level) (and 
0 otherwise). 𝐼(𝑖, 𝑗) = 1 if  

 

5(𝑥" − 𝑥!)# + (𝑦" − 𝑦!)# + (𝑧" − 𝑧!)# ≤ 𝑟,  

 
where 𝑟	is a minimal UAV sensitivity distance. 

At the every step we reorganize the mesh of 
UAV’s according to their trajectories of 
movement, so {𝑥, 𝑦, 𝑧} can change and adjacency 
matrix should be changed accordingly. 

Also the position of command center is given: 
{𝑥$ , 𝑦$} (in sense of the model it doesn’t differ 
from ordinary UAV, but has bigger 𝑟	and stable 
position).  

The positions of radar warfare devices are 
given {𝑥% , 𝑦% , 𝑧%}, 𝑘 = 1…𝑀. We consider these 
devices as such that can decrease signal level. The 
adjacency matrix for 𝑖-UAV and these devices: 
𝑅(𝑖, 𝑟) = 1 (rectangle matrix) if  

 
?(𝑥" − 𝑥&)# + (𝑦" − 𝑦&)# + (𝑧" − 𝑧&)# ≤ 𝑅%,  

 

in a scenario where the signal spreads out 
uniformly in all directions from its source. The 
formula for the inverse square law is: 

 
Signal Strength=Constant/Distance2 

 
Where Signal Strength is the strength or

intensity of the signal at a certain distance from
the source. Constant is a proportionality constant
that depends on various factors such as the power
of the transmitter, characteristics of the medium
through which the signal propagates, and the
sensitivity of the receiver. Distance is the distance
between the transmitter (source) and the receiver.

Obstacles and Interference: Signal
degradation can also occur due to obstacles such
as buildings, terrain features, or other UAVs, as
well as interference from other wireless devices
operating in the same frequency band. These
factors can attenuate the signal and reduce its
quality over distance.

Line-of-Sight vs. Non-Line-of-Sight: In
scenarios where there is a clear line-of-sight
between communicating devices, signal
degradation may be lower compared to non-line-
of-sight scenarios where signals must traverse
obstacles or reflect off surfaces, leading to
additional attenuation and multipath effects.

4)additional rule concerning different type
radar warfare devices influence for signal level.
Type 1: {yellow} → {𝑟𝑒𝑑},	 {𝑔𝑟𝑒𝑒𝑛} →
{𝑦𝑒𝑙𝑙𝑜𝑤}, {red}→ {𝑏𝑙𝑎𝑐𝑘};
type 2: {green, yellow, red, black} → {𝑏𝑙𝑎𝑐𝑘}.

3. Petri net model

This section provides a description of a Petri net
for modeling the status of devices in a UAV
network.

3.1. Model description

The tokens that describe the state of one network
device are signal levels. Three tokens mean the
highest level, one – the critical (weakest) level. To
model the network behavior, such a model should
be applied to each UAV.

The starting signal level corresponds to three
markers that denote conditional signal levels.

Transitions from one state to another are
shown by rectangles. Among them are:

1) Decrease/increase of the signal level with
increase/decrease of the distance to the
control center;

where 𝑅% 	is a radar warfare effectiveness
distance. Also, we consider radar warfare devices
neighbourhood for 𝑗-UAV: 𝜃! .

2.2. Model rules

The automata rules:
The automata rules:
1)If ∃	𝑖 ∈ 𝑂!: 𝑆" = {𝑔𝑟𝑒𝑒𝑛} then

𝑆!{𝑟𝑒𝑑	𝑜𝑟	𝑦𝑒𝑙𝑙𝑜𝑤	𝑜𝑟	𝑔𝑟𝑒𝑒𝑛} → 𝑆!{𝑔𝑟𝑒𝑒𝑛}	with
probability Pg.

2)If ∃	𝑖 ∈ 𝜃! 	 then
𝑆!{𝑏𝑙𝑎𝑐𝑘	𝑜𝑟	𝑟𝑒𝑑	𝑜𝑟	𝑦𝑒𝑙𝑙𝑜𝑤	𝑜𝑟	𝑔𝑟𝑒𝑒𝑛} →
𝑆!{𝑏𝑙𝑎𝑐𝑘} with probability Pb.

Also there will be
3)additional rules for {yellow} →

{𝑟𝑒𝑑}, {𝑔𝑟𝑒𝑒𝑛} → {𝑦𝑒𝑙𝑙𝑜𝑤}	𝑜𝑟	{𝑎𝑛𝑦	𝑐𝑜𝑙𝑜𝑟} →
{𝑏𝑙𝑎𝑐𝑘}

depending on {x,y,z} and topology
characteristics.

We’ll take into account for rules 3) the
following facts:

Inverse Square Law: Signal strength
typically follows an inverse square law, where the
signal power decreases with distance. This means
that as UAV devices move farther apart, the signal
strength diminishes rapidly, leading to higher
signal degradation.

The inverse square law describes the
relationship between signal strength and distance
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2) Decrease of the distance to the control 
center according to the control signal of 
the control center; 

3) The influence of the terrain (taken into 
account using a topological height map 
and the location of the device), thus taking 
into account that the device must be in the 
“line-of-sight” with the drone-“hub”, or 
the control center (Fig.1). We can use 
OpenDEM for landscape simulation. 

4) Signal amplification if a drone-hub 
appears in the “line-of-sight” within the 
radius of action of this device, which 
relays the center’s signals; 

5) The impact of powerful electronic warfare 
means that completely disrupt the 
functionality of the UAV; 

6) The impact of less powerful electronic 
warfare means that disorient the UAV for 
a while, however, after leaving the EW 
zone, the UAV’s functionality is restored. 
 

 
Figure 1: Line-of-sight is interrupted by landscape  

 

 
Figure 2: Proposed Petri net structure 
 

3.2. Potential purpose of the model

The model takes into account topological
obstacles, and the effects of various types of
electronic warfare. The model takes into account
delays, and can be used to predict the speed of
interactions under various conditions.

4. Models based on complex networks

The section provides information on the
characteristics of complex networks and the
formulation of the optimization problem.

4.1. Model description and restrictions

The aim of the modelling: we consider the UAV
network as a complex network, and should
calculate the set of characteristics that can help us
to conclude about its stability and additional
features.

In addition to rules 1)-6) from the description
of the model in the form of a Petri net, when
modeling a complex network, we take into
account the types of control messages - intended
for a specific UAV and intended for all network
devices.

When modeling, we assume that all drones that
are in the control center's range are trying to
connect to it. However, signal transmission
between drones in this area is also provided. For
example, if the signal level directly with the
control center is weaker than the signal level
received from the drone-hub, then the latter is
given priority.

The difference between the rules of operation
of a complex network and a cellular automata lies
in the deterministic principle of applying the rules,
while in a cellular automata certain probabilities
are provided. Also, changes in the states of the
nodes of a complex network occur in stages, while
the recalculation of the states of all "cells" of a
cellular automaton occurs instantly.

Thus, a complex network makes it possible to
take into account certain delays inherent in the
transmission process and the effects of cascading
interactions.

4.2. Model rules

Let us list the parameters that are essential when
modeling a complex network.
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The shortest path (geodesic line) between any 
two network nodes is the length of the shortest 
path between these nodes. When considering an 
unweighted network, when the conditional weight 
of each edge is equal to one, the geodesic line is 
the path from one node to another with the 
smallest number of steps. Using this parameter 
can make it possible to build the signal level 
depending on the distance to the control center or 
drone-hub and to model delays. 

The network diameter is the maximum 
distance between two network vertices. This 
parameter can make it possible to determine the 
territorial scope of the operation. 

The distribution of nodes by the number of 
connections (degree distribution) is a numerical 
characteristic of a complex network that indicates 
the probability 𝑃(𝑞) that a randomly selected 
vertex of the network will have degree 𝑞. For a 
directed network, the coefficients for the input and 
output degrees of the node are calculated 
separately. We can calculate this characteristic 
dynamically, determining, for example, the 
concentration of drones around the target, which 
is accompanied by an increase in the degree of 
each node. 

Clustering is a local characteristic of the 
network that characterizes the degree of 
interconnectedness of the nearest neighbors of the 
selected node. Usually, real complex networks 
have the following property: if any two nodes are 
adjacent, and one of them is also adjacent to some 
third node, then the first node will also be adjacent 
to the last one. Clustering can help determine the 
stability of the network under the influence of 
terrain heights, or the failure of individual 
devices. 

Let us give mathematical expression. If node 𝑗 
has 𝑞! nearest neighbors with the number of 
𝑡! 	connections between them, then the local 
clustering coefficient is calculated according to 
the following formula: 

 
𝐶!X𝑞!Y = 	

'!
(!((!*+)/	#

		,	
 
The value of the numerator in this sense is the 

total number of triangles (cycles of length 3) 
associated with vertex 𝑗, and the denominator is 
the total possible number of such triangles in the 
network. 

The adjacency matrix is a matrix that 
unambiguously defines the structure of the 
neighborhood in the network. For a network with 
the number of nodes 𝑁, the adjacency matrix will 

have the dimension 𝑁	 × 𝑁. The adjacency matrix 
is filled in as follows - if connection goes from 
node 𝑖 to node 𝑗, then there is one at the 
intersection of the 𝑖-th row and the 𝑗-th column. 
Otherwise, if there is no connection from node 𝑖 
to node 𝑗, then it is zero. We assume that matrix 
can be asymmetrical in general case. This is due 
to the fact that some devices can only be receivers 
of the signal, but cannot transmit it to others. 

Node load (a measure of centrality, or 
betweenness centrality) is a coefficient that, in a 
general sense, characterizes the importance of a 
given node for the network, and is described using 
the value of the number of shortest paths between 
some nodes, for which these paths pass through 
the selected node. This coefficient is described 
with the help of quantitative calculations of the 
shortest paths in the network associated with the 
chosen one, and in a general sense it can be 
understood as an indicator of how important this 
or that node is for the entire network. The load 
factor is calculated for each network node 
separately according to the following formula: 

 
𝑏(𝑖) = 	∑ /"#(")

/"#0' , 
 

where 𝑖 is the index of current net node, 
𝜎0'(𝑖)	is the number of shortest paths between 
nodes 𝑠 and 𝑡 that pass through the selected node 
𝑖, 
𝜎0' is the total number of shortest paths between 
nodes 𝑠 and 𝑡	in the addressed network. 

Coefficient of network connectivity 𝐶: 
 

𝐶 =
𝑁12'3&
𝑁

, 
 

where 𝑁 – the general number of nodes in initial 
network 𝑀, and 𝑁12'3& – the number of nodes in 
the most connected component of the resulting 
network 𝑀`, which is formed after deletion of 
some nodes. 

In terms of UAV network, we assume that path 
between nodes (UAVs) exists if one of UAVs is 
in the operation radius of another, that means they 
are free to establish connection and data transfer. 

Compared to the degree characteristic of a 
node (the number of edges with which a node is 
connected), which rather gives information about 
an individual node, load factors in some sense 
reflect the overall topology of the network [30]. 

When nodes are randomly removed from a 
graph, there is typically a critical threshold—
determined by the ratio of removed nodes to the 
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known positions of EW also should be made. We 
should introduce redundancy in communication 
pathways to maintain network integrity if certain 
UAVs are compromised. 

In real situation, we should take into account 
energy efficiency of the network. It means, we 
should optimize UAV positions to reduce energy 
consumption caused by excessive distance or 
reliance on signal amplification. This task is also 
related with limitations for unnecessary UAV 
movements while maintaining network coverage 
and connectivity. 

When we address the UAVs use for 
reconnaissance, we should maximize the 
geographic area monitored by the UAVs while 
preserving connectivity to the control center. 
Also, we should ensure critical regions have 
overlapping coverage to account for potential 
UAV losses. When we address the UAVs use for 
hitting the target – the criteria should be changed, 
taking into account target coordinates for combat 
UAVs. 

Also, we can take into account complex 
network characteristics, such as centrality. E.g., 
we prioritize protection and reinforcement of 
UAVs with high centrality (betweenness or 
closeness centrality) as their loss could critically 
impact network performance. 

To make our network stable, we should 
balance the network load to prevent premature 
depletion of UAV energy resources. Also, in 
practical case, we can rotate UAV roles (e.g., hub 
vs. end node) to avoid energy depletion. 

By combining these criteria into an 
optimization framework we come to the problem 
of multi-criteria optimization.  

To formulate the optimality criteria in the form 
of certain expression, let us define objective 
function in form: 

 
𝐽 = 𝑤+(𝑁 − |𝐴|)# +𝑤# ∑ [(𝑥 − 𝑥')# +"∈5

(𝑦 − 𝑦')# + (𝑧 − 𝑧')#] → 𝑚𝑖𝑛; 
 
where 𝑁 – the general number of UAVs, A is the 
set of “alive” UAVs connected to the network and 
control center, |𝐴|	is the number of elements in 
the set, so, the first term of the criteria minimizes 
the number of UAVs that are “not alive” (i. e. 
disconnected or removed from the network).  
𝑇 ⊆ 𝐴	is a subset of UAVs required to reach 

target coordinates (𝑥' , 	𝑦' , 𝑧'), 
𝑤+, 𝑤# are weight factors for “alive” UAVs 

and movement to the target coordinates, 
respectively. The second term measures the 

total number of nodes in the network—beyond
which the network fragments into isolated
clusters. In scale-free networks, this critical
threshold is absent. Research indicates that even if
a substantial portion of the nodes is removed, the
remaining nodes are still highly likely to form a
connected cluster.

In contrast, other types of networks may have
certain critical nodes whose removal or failure
could cause significant disruption to the entire
network.

The issue of network stability (the percolation
problem) under accidental damage is closely tied
to factors like radar warfare devices and other
external influences. The rate at which negative
effects spread depends on the network's topology,
the initial nodes affected, the number of their
connections, and other node-specific
characteristics. For instance, factors such as a
large distance between connected nodes, a low
total number of connections for the selected
nodes, or low centrality coefficients of these
nodes can significantly impact the percolation
process.

4.3. Network optimization

Our main goal to optimize network, having some
goals. Let us list what we should consider.

In our criteria of network optimization we
should take into account the following aspects.
We should be sure that maximal number of UAVs
remains connected to the network, either directly
or through UAV hubs, for maximal information
flow. Also we have to maximize the number of
UAVs within communication range or ensure a
robust relay mechanism.

More precisely, we should maintain a
minimum signal strength threshold to avoid
UAVs disappearing from the network. We can
plan position UAV-hubs strategically to
strengthen weak signals and extend the effective
range of isolated UAVs. And, we should supply
minimization of lost control messages from the
control center to UAVs. It can be reached by
ensuring the critical UAV-hubs between the
control center and outlying UAVs have high
reliability and protection, taking into account
cybersecurity means also.

Another important issue is to supply resilience
of the network to Electronic Warfare (EW). We
can distribute control dependencies across
multiple UAV-hubs to reduce single points of
failure. The repositioning of UAVs to avoid
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squared Euclidean distance of UAVs in the subset 
𝑇 from the target coordinates (𝑥' , 	𝑦' , 𝑧'). 

Let us formulate other conditions as 
constraints. 

Connectivity condition is 
 

𝑆𝑖 > 0	∀𝑖 ∈ 𝐴, 
 

where 𝑆𝑖	is signal level (signal strength). 
Signal strength condition is given by 
 

𝑆𝑖 = 𝑆0 − 𝛼𝑑𝑖𝑐 + 𝛽∑ 𝑓(𝑑𝑖𝑗)𝑗∈𝐴,𝑗≠𝑖 , 
 

where 𝑑𝑖𝑗is distance between UAV 𝑖 and UAV 𝑗,  
𝑟 is maximum communication range of UAV,  
𝑓X𝑑"!Y is signal contribution from neighboring 
UAV (e.g., 𝑓X𝑑"!Y = exp(−𝑑"!) or 𝑓X𝑑"!Y = 0 if  
𝑑𝑖𝑗 > 𝑟), 
𝛼 is signal attenuation factor with distance 𝑑𝑖𝑐 to 
the control center, 
𝛽 is amplification factor from UAV-hubs. 

 

 

 
a) 

 
b) 

 
c) 

Figure 3. Full availability control by electronic warfare  
 
Figure 3 shows being in the range of electronic 

warfare, which suppresses all communication. 
The drone is completely lost for control for 
control center and is not available for signals from 
hub drones. Fig.3a shows the beginning of drones 
movement, fig.3b shows entering the geolocation 
signal suppression zone and approaching the zone 
of complete signal suppression. Fig 3c) shows 
disappearance of drones from the network due to 
complete loss of control over them, possibly it 
leads to physical destroyment. 

Drones that fall into the red EW zone are 
disoriented (fig. 3a)). But still exists probability 

5. Simulation results and perspectives

This section contains a description of the
results of computer modeling, which allow us
to assess the prospects for using the proposed
models.

5.1. Simulation with taking into account the
electronic warfare means

We realized practical experiment. For this
purpose appropriate software was developed. It
gives a possibility to assess drones behavior in
different cases of availability attacks.

In these figures black dots depict drones.
Green circle is operating area of the control
center. Yellow circle is the drone destination area.
(assume that the drone exploded upon contact
with the target). The red circle - zone of EW that
suppresses all connection. When crossing it, the
drone no longer receives data about its
geolocation and moves horizontally in the same
horizontal direction in which it moved before
entering the zone.

Blue circle is zone of action of the EW, which
suppresses the control connection. When crossing
it, the connection with the drone is lost, that is, the
drone is removed from the network.
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that drone can leave the zone and return to normal 
functioning. 

 

 
a) 

 
b) 

Figure 3. Partial availability control by electronic 
warfare  

 

 

 
a) 

 

 
 
 
 

b)
Figure 3. Delays in drones movement that partially
affect availability

Conclusion

The results obtained in this work are the
foundation for further research. In particular, the
next steps should be to solve the problems of
optimizing drone networks, and the problem of
modeling drone networks under conditions of
delays caused by various types of harmful cyber-
physical influences.

The practical significance of the obtained
results lies in providing the possibility of strategic
planning of operations using drones, taking into
account the topology of the terrain,
communication delays, changes in the signal
level, means of violating accessibility
implemented by the attacker, and other factors.

Once in the EW area, they fly until they
accidentally fly out of this zone, or until their
energy resource is depleted. It is illustrated in
fig.3b)

5.2. Simulation with taking into account the
possible delays

The next kind of experiments is devoted to
simulation in conditions of delays. It can be useful
for investigation the normal patterns and patterns,
when malware introduces some delays in data
transfer.

Red dots show normal movement of drones,
and black ones show drones which react on
commands with delay (fig.3a). The difference in
behavior is very noticeable when changing the
trajectory of movement (fig.4b)).
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